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Disclaimer

• Speaking as a Kentuckian.
• Sharing my opinion, not that of my employer.
• Bipartisan issue, the goal is to inform.
• Not a lobbyist. 
• For information purposes only. 
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Past

• Raymond Kurzweil
• 2023-2045+
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https://content.time.com/time/interactive/0,31813,2048601,00.html



Present

4

@romanyam

https://arxiv.org/pdf/2303.08774.pdf



Future

5https://www.metaculus.com/questions/3479/date-weakly-general-ai-is-publicly-known/
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AI Control Problem
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How can humanity remain safely in control while benefiting from a superior 
form of intelligence?

Is the AI control problem: 
 Solvable? 
 Partially Solvable? 
 Unsolvable? 
 Undecidable? 
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“Pessimistic Scenarios”

[Core Views on AI Safety: When, Why, What, and How.  https://www.anthropic.com/index/core-views-on-ai-safety, March 23, 2023.]
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[https://twitter.com/ch402/status/1666482929772666880]
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https://www.anthropic.com/index/core-views-on-ai-safety


Tools for Controllability
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• Explainability
• Comprehensibility
• Predictability
• Verifiability
• Unambiguous Communication
• Many more!
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[William J. Howe, Roman V. Yampolskiy. Impossibility of Unambiguous Communication as a Source of Failure in AI Systems. IJCAI-21 Workshop on Artificial Intelligence Safety 
(AISafety2021). Montreal, Canada. August 19-20, 2021.]

@romanyam



13
Figure 1: Control and Autonomy curves as Capabilities of the system increase.
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Uncontrollable

15

• “[I]t seems probable that once the machine thinking method had 
started, it would not take long to outstrip our feeble powers. ... 
At some stage therefore we should have to expect the machines 
to take control.” - Alan Turing

• “[C]reation … of entities with greater than human intelligence 
… will be a throwing away of all the previous rules, … an 
exponential runaway beyond any hope of control.” - Vernor 
Vinge

• “Whereas the short-term impact of AI depends on who controls 
it, the long-term impact depends on whether it can be controlled 
at all.” - Stephen Hawking

• “One thing is for sure: We will not control it.” - Elon Musk
• “[T]here is no purely technical strategy that is workable in this 

area, because greater intelligence will always find a way to 
circumvent measures that are the product of a lesser 
intelligence.” - Ray Kurzweil.

@romanyam



16
All images used in this presentation are copyrighted to their respective owners and are used for educational purposes only.
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The End!
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